Name: Surya Krishna Perumalla                                                              [image: https://qph.cf2.quoracdn.net/main-qimg-d11e3bec1879288d27f6413931252062] [image: https://miro.medium.com/v2/resize:fit:324/1*T59fnCvp71WqNeuytWGorA.png] [image: https://images.credly.com/images/336eebfc-0ac3-4553-9a67-b402f491f185/linkedin_thumb_azure-administrator-associate-600x600.png] [image: ]
Email: suryakrisna789@gmail.com   
Contact: +1 945-257-1367	
LinkedIn: www.linkedin.com/in/krishna-perumalla
Senior DevOps Engineer

SUMMARY

· Cloud DevOps Engineer, Agile Scrum Master, and Data Quality Assurance professional experienced IT professional with a diverse skillset spanning 10 years, excelling in: 
· Site Reliability and Observability Engineer: Proven track record of designing, implementing, and maintaining robust monitoring and alerting systems for cloud-based applications.
· Build/Release Engineering (CI/CD): Adept at automating software delivery pipelines for rapid and reliable deployments across AWS and Google Cloud Platform (GCP).
· Agile Scrum Master: Skilled in facilitating collaborative development teams through Agile methodologies, including sprint planning, backlog refinement, and daily stand-up meetings.
· Data Quality Assurance: Strong analytical skills and experience in testing ETL/Data Warehouse processes for accuracy and completeness.
· Cloud Platform Expertise: Proficient in both AWS and GCP, including Big Query for data analysis and warehousing.
· Managed large, diverse teams, consistently delivering high-quality projects for renowned clients like Apple, Nielsen IQ, Optum, Cigna, and Elevance Health.
· Certified Scrum Master with deep knowledge of Agile methodologies (Scrum, Kanban), including Scaled Agile Framework (SAFe 6.0), and also led multiple Scrum teams through successful project deliveries, exceeding deadlines and budget expectations.
· Possess a strong theoretical foundation in GCP and Azure cloud platforms.
· Automated CI/CD pipelines with AWS services (EC2, S3, ELB, VPC, Route 53, CloudTrail, Lambda, SNS, SQS, CloudFormation, CloudFront, Watch) for high availability, scalability, and security.
· Managed configuration and change workflows for seamless deployments and infrastructure updates using Jenkins and RIO pipelines.
· Experienced in Build/Release Management, leveraging tools like Jenkins, Git, and Bit Bucket and scripting languages (Shell, Python).
· Deployed microservices using Docker and Kubernetes (PODS, EKS).
· Automated build processes with Ant, Maven, and Gradle for efficient artifact generation (Jar, War, Ear).
· Managed artifacts in JFrog Artifactory repositories for secure storage and version control.
· Designed and implemented infrastructure automation using Terraform (Modules) and Ansible (Modules, Playbooks, Inventory).
· Monitored servers, applications, and capacity with tools like Splunk, CloudWatch, Prometheus, and Grafana.
· Proficient in Python and experience in Teradata and Oracle databases.
· Authored SQL verification scripts for back-end testing, ensuring data integrity and business logic adherence.
· Verified data models, source-target mappings, and testing schemas for accurate data processing.
· Possess in-depth knowledge of data transformation rules, data completeness, validity, and uniqueness.
· Analyzed ETL load failures through log files and collaborated with teams for resolution.
· Experienced in ETL tools like Informatica and DataStage, ensuring data pipeline efficiency.
· Utilize strong Unix command skills to validate ETL jobs and troubleshoot issues.
· JIRA administration and workflow configuration for efficient defect tracking.
· Excellent communicator, leveraging technical, business, and financial acumen to bridge the gap between clients, executives, and teams.
· Advocate for cross-functional collaboration, fostering open communication and shared ownership.
· Build strong relationships with stakeholders, fostering trust and respect across all levels.

TECHNICAL SKILLS

	Cloud Technologies	
	AWS, Google Cloud Platform, and Azure

	AWS Services
	EC2, VPC, S3, ELB, EBS, EFS, Glacier, RDS, DynamoDB, Auto Scaling, Lambda, Route53, ECS, Elastic Cache, CloudFormation, CloudTrail, CloudFront, IAM, CloudWatch, SNS, SQS.

	CI/CD Tools	
	AWS DevOps Services, GCP DevOps Services, Jenkins, and RIO

	Version Control Tools
	GIT, BIT BUCKET & Cloud Source Repositories

	Build Tools
	Maven, ANT & Gradle

	Containerization Tools
	Docker, ECR, Azure Container Registry & Google Container Registry

	Monitoring & Logging Services
	Stack driver Monitoring, Splunk and Datadog

	Orchestration
	Kubernetes

	Scripting
	YAML, BASH, Python

	Databases
	Oracle 10g/11g, SQL Server, DB2, Teradata, PostgreSQL

	ETL Tools	
	Informatica Power Center 8.6

	Database/ Query Tools
	TOAD, SQL Plus, GCP BIG Query

	Other Tools	
	Putty, Beyond Compare, MS Excel

	Operating Systems
	Windows 10,11/XP, Unix



EDUCATION

• Master in Computer Application from Periyar University, India in 2009

CERTIFICATIONS

•	AWS Certified - AWS Certified DevOps Engineer – Professional (AWS03958945)
•	Google Cloud Certified – Associate Cloud Engineer
•	Microsoft Certified – Microsoft Azure Administrator Associate

PROFESSIONAL EXPERIENCE	


Apple, Austin, TX                                                                                                                                                  Jun 2023 – Till Date
Technology Lead – AWS Release Engineer and Site Reliability Engineer

Responsibilities:

· Spearheaded development of proprietary infrastructure applications by leading the DevOps team to leverage Python Boto3 for automated AWS deployment and support, driving innovation.
· Leveraged Python Boto3 to build automation scripts that optimize and expedite the deployment of microservices to EC2 and EKS environments, increasing speed and efficiency.
· Drove adoption of collaboration tools by creating an internal Confluence wiki and integrating Slack and Bitbucket, establishing efficient knowledge-sharing and development workflows.
· Provided around-the-clock production support as a lead on-call engineer for EC2 and EKS deployments of over 300 services, driving continuous availability and uptime.
· Leveraged Kubernetes for automated deployment, scaling, and load balancing to provide a consistent environment for the application across dev, test, and production environments.
· Utilized Kubernetes to achieve automated, controlled application deployments and updates. Orchestrated container-based workloads using Kubernetes for deployment scaling and load balancing, enabling consistency from development through production environments.
· Designed and deployed a robust Kubernetes infrastructure to orchestrate containerized microservices, ensuring high availability, fault tolerance, and auto-scaling to meet production demands.
· Utilized Kubernetes for container orchestration, deploying application containers as pods and leveraging Kubernetes native resources like nodes, ConfigMaps, and Services to manage and configure the applications.
· Integrated Kubernetes with network, storage, and security to provide comprehensive infrastructure and orchestrated containers across multiple hosts.
· Automated Compute Engine and Docker Image Builds with Rio Tool and Kubernetes.
· Performed Branching, Tagging, and Release Activities on Version Control Tool GIT (GitHub).
· Utilized AWS services such as EC2, EBS, SNS, ELB, and Auto Scaling to build highly dependable, highly scalable, cost-effective applications without creating or configuring the underlying AWS infrastructure.
· Utilized JIRA and Kanban to effectively categorize and track issues in a team environment.
· Implemented, maintained, monitored, and alerting of production and corporate servers such as EC2 and storage such as S3 buckets using AWS Cloud Watch.
· Built Docker images and ran CI/CD tests in containers and ran terraform scripts inside the Docker container.
· Administered and Engineered Rio for managing weekly Build, Test, and Deploy chain as a CI/CD process, GIT with Test/Prod Branching Model for weekly releases.
· Enabled Splunk monitoring for the application container logs.

Environment: AWS EC2, S3, RDS, ELB, EBS, CloudFront, VPC, CloudTrail, API Gateway, Code Pipeline, Route53, WAF, IAM, Lambda, Kubernetes, Docker, EKS, Terraform, GitHub, Python, JFrog, Splunk, Radar, RIO, Jenkins Git, Agile.

Nielsen IQ, India                                                                                                                                                  Dec 2021 – May 2023
Senior Cloud DevOps Engineer 

Responsibilities:

· Primarily responsible for the Cloud Infrastructure on GCP for the client, created the resources in GCP (VM Instances, VPC, Cloud Storage, Cloud SQL, GKE) by automating the Terraform Scripts.
· Worked on the Migration (Lift and Shift) process from On-Premise to GCP.
· Deployed GKE on GCP with the help of Gitlab-Jenkins-Terraform integration.
· Build and deploy Java-based application artifacts (WAR, JAR, EAR files) into the Google Kubernetes Clusters.
· Working on the BW, UI, DB, and Java spring boot applications migration deployments into the GCP Platform.
· Expertise in creating CI/CD pipelines from scratch and configuring multiple integrations with other tools.
· Set up Cloud SQL and Proxy for DR situations.
· Configured Apigee Adapter and ISTIO mesh for our applications on GKE.
· Set up ISTIO across a shared cluster in the production and configured it properly to send requests to the gateway.
· Used Istio for load balancing, monitoring, and for metrics.
· Aggregated logs from Istio and monitored pod and node health by creating metric-based dashboards on GCP.
· Integrated Jenkins/Heim/Kubernetes with GCP to perform semi-automated and automated releases to lower and production environments.
· Renewed certificates in Nonprod and Prod clusters and re-applied them to the namespaces.
· created and monitored APIs for Google Cloud serverless back ends, including Cloud Functions, Cloud Run
· Performed change planning and CAB for production maintenance and application deployments.
· Created alerts and dashboards on Stackdriver and logging.
· Moved all Kubernetes container logs, application logs, event logs and cluster logs, activity logs into Google Cloud Pub/Sub and then into Splunk for monitoring
· Maintained SRE and DevOps runbooks for all the processes and provided project documentation on the confluence.
· Experience in creating GKE clusters and deploying applications in Google Cloud.
· Monitoring the infrastructure by using Stack Driver Monitoring services and creating alerts.
· Responsible for deploying the applications into the Tomcat servers and the Cloud server in GCP.
· Implemented automation for deployments by using YAML scripts for massive builds and releases.
· Good understanding of the latest features like (GCP DevOps, Cloud Operations Suite, VPC Firewalls, etc..,) introduced by Google Cloud and utilized for existing business applications.
· Used the JIRA tool for managing incidents and change request tickets
· Collaborated with cross-functional teams (Network team, database team, application team) in the execution of this project.
· Experience in troubleshooting the Big Query connection issues on incremental deployments.
· Involved in an Agile Software Development environment using Agile SCRUM and Test-Driven Development (TDD).
· Actively participated in the daily SCRUM meetings to produce quality deliverables within time. 

ENVIRONMENT: GCP, GitHub, Maven, SonarQube, Nexus Artifactory, Jenkins, Docker, Kubernetes, Istio, Splunk, Java Spring Boot, Java Based Spring MVC, Java-based Microservices, Java-based JPA Hibernate, Sonar Cloud, Snyk, Docker, Rest, SOAP, JIRA, Git, Agile.

Optum Global Solutions, India                                                                                                                             Mar 2016 – Oct 2021
Cloud - Build and Release Engineer (AWS)


· Created detailed documentation of complex build and release process, post-release activities process, JIRA workflow, and Release notes.
· Worked with GIT to manage source code repositories, and branches to facilitate collaboration and versioning and Configure Git hooks and webhooks to trigger pipeline execution upon code commits or pull requests and Assist developers in resolving Git-related problems, including merging, rebasing, and resolving code conflicts
· Built and deployed Java/J2EE to a web application server in an Agile continuous integration environment and also automated the whole process.
· Experience with building tools like Maven/ANT for building artifacts such as JAR, EAR, and WAR from source code.
· Collaborated with the development team and implemented quality gates to set appropriate criteria to be met and define the acceptable levels of code quality and maintainability within SonarQube.
· Built CI/CD pipelines to build and deploy the Microservices/Spring boot/NodeJS/Python applications into the EKS cluster by using Jenkins pipeline scripts.
· Build and deploy Java-based application artifacts (WAR, JAR, EAR files) into the EKS Clusters.
· Working experience on multiple AWS services like EC2, AWS ELB, Auto Scaling, RDS, EKS, SQS, Route53, AWS System Manager.
· Ensure internal API and message standards are adhered to ensure application APIs are compatible with organization-wide integration layer / API Gateways.
· Used SOAP UI and Postman to validate soap/rest services.
· Used Postman for testing APIs, by sending requests to the web server and validating JSON responses.
· Creating IAM access/roles according to the requirement. Closing up on access requests rose through JIRA for services like S3, RDS, etc.,
· Worked on data streaming by using the AWS Kinesis and AWS Glue Jobs to transform data.
· Setting up Network load balancer and Nginx ingress as part of application manifest files for deploying EKS Kubernetes infrastructure.
· Configuring the Docker containers creating Docker files and working on Kubernetes environments
· Created the Kubernetes YAML manifest files (Deployment, HPA, Service, Ingress, Service Account, RBAC) to deploy the Microservices/Spring boot applications in the EKS cluster
· Used Prometheus/Grafana for node/pod monitoring. Hands-on experience writing PromQL queries.
· Using helm charts & manifest files for deployments into DEV, QA, and UAT environments.
· Strong experience in IAAS components like EC2, VPC, AWS Key Management Service, S3, EBS
· Moved all Kubernetes container logs, application logs, event logs, cluster logs, activity logs, and logs in Amazon Kinesis Data Streams and then into Splunk for monitoring
· Working experience in creating AKS clusters and deploying applications using helm charts.


Environment: AWS EC2, S3, RDS, ELB, EBS, CloudFront, VPC, CloudTrail, API Gateway, Code Pipeline, Route53, WAF, IAM, Lambda, Ansible, Kubernetes, Docker, CloudWatch, DynamoDB, Terraform, GitHub, Java Core, Spring, Spring Boot, Spring MVC, Microservices, JPA Hibernate, Sonar Cloud, Snyk, Rest, SOAP, JIRA, Git, Agile.
Accenture, India                                                                                                                                                   Feb 2015 – Feb 2016
Senior System Software Engineer

· Support the application team with all DevOps needs for the application team to Build applications and deploy without manual intervention.
· Responsible for maintaining the GitHub repository of applications, and ensuring relevant branch protection rules are configured correctly.
· Working with Public cloud (AWS) for public web resources and private Cloud infrastructure for internal and secure data processing in container environments.
· Ensure data backups are configured correctly and disaster recovery procedures are defined and regularly tested to make sure systems can be brought back online with minimal data log and quickly to minimize disruptions.
· Agility in plans for component development to sustain future project objectives.
· Communicate with different technical teams for system-level integrations and closely work with System Architects to adopt best practices.
· Used Jira for task and Issue tracking for the Project.
· Actively participated in the daily SCRUM meetings to produce quality deliverables within time. 
· Used GIT as a version control tool for effectively managing the code changes.

Environment: AWS S3, EC2, MongoDB, Git, JIRA, Linux, Shell Scripts


UST Global, India                                                                                                                                                   Aug 2013 – Feb 2015
Data Analyst / Engineer

Responsibilities:

· Responsible for Project requirement gathering, planning, and scheduling test activities, review of test requirements, test design documents, and preparing test summary reports.
· Involved in writing test cases, execution of system, integration, regression, smoke, E2E, and pre-production testing.
· Responsible for test data creation also writing SQL queries to verify DWH and BI Reports.
· Performed Data Completeness, Data Validity, Data Uniqueness, Data Integrity, Data Transformations, Data Quality, Initial and Incremental Testing 
· Involvement in daily scrum, scrum planning, review and retrospective meeting.
· Involved in test estimation, test management activities and defect triage meetings
Environment: Informatica, Data Stage, SQL Server, DB2, Flat Files, UNIX, SQL Queries, ControlM



image1.png
awso
certified

DevOps
Engineer
Professional




image2.png




image3.png
AZURE
ADMINISTRATOR

ASSOCIATE

* ok




image4.png
GSX

ITEXPERTS




